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ABSTRACT: A surface hopping method with a Monte Carlo procedure for deciding whether to hop at each step along the classical trajectories used in the semiclassical calculation is discussed. It is shown for a simple one-dimensional model problem that the numerical efficiency of the method can be improved by averaging over several copies of the sections of each trajectory that span the interaction regions. The use of Sobol sequences in the selection of the initial momentum for the trajectories is also explored. It is found that accurate results can be obtained with relatively small trajectory samples.

I. INTRODUCTION

Semiclassical methods provide useful approximations to quantum wave functions, propagators, transition probabilities, and correlation functions. A number of semiclassical approaches have been developed for problems in which nonadiabatic transitions play a significant role.1−33 These include Erhenfest methods,3−7 the mapping method,8−11 and surface hopping methods.12−33 It has been shown that a particular form of the surface hopping wave function or propagator formally satisfies the Schrödinger equation.29−33

This surface hopping method has been found to provide very accurate results for simple one-dimensional model curve crossing problems, even for cases which have significant quantum interference between contributions from hopping during different crossings of the interaction regions.34−36 If a Monte Carlo procedure is used to decide when to hop to a different adiabatic state as trajectories are evaluated, then the efficiency of the Monte Carlo surface hopping is improved by using “hopping steps” that are much longer than the step size for the numerical integration of the trajectory.34,35 A hop or not hop decision is made for each hopping step. Wave function amplitudes for staying in the same state and for hopping to a different state are evaluated for the hopping step. The use of longer hopping steps is possible if higher order transition amplitudes for these hopping steps are employed. These higher order transition amplitudes account for the fact that the semiclassical phase factor associated with a given hopping trajectory depends on where the hop or hops occur within this hopping step.34−36 It was shown in previous calculations on a one-dimensional two-state problem with two crossings of the diabatic state energies that results with an error on the order of 0.01 in the transition probabilities can be achieved in Monte Carlo simulations with 40,000 surface hopping trajectories.36

In this work, it is explored, using the same one-dimensional/two-state system, how the number of trajectories goes down if a less strict error tolerance (e.g., 0.03 or 0.05) is deemed acceptable. It is found that the number of trajectories required can be significantly reduced if several copies of the interaction region segments of the trajectory are run. Each of these short segments would have a different Monte Carlo hopping history in the interaction region, and the contribution to the wave function amplitude at the end of the interaction region is obtained by averaging over the contributions from the several trajectory segments.

The use of Sobol sequences to sample the initial momentum for the trajectories is also explored.37−40 Sobol sequences provide values of x that uniformly cover the region between 0 and 1 for any number of sampled points. In contrast, if the points are sampled using a random number generator, the set of points is much less uniform. As a result, the error in the integration over the initial momentum distribution decreases more rapidly with increasing sample size using Sobol sequences. On the other hand, a random number generator is employed when making the decision to hop or not during each hopping step of every trajectory in all calculations. Thus, it is of interest to see to what extent the use of Sobol sequences in sampling the initial momentum provides better statistics in the surface hopping calculations.

The form used for state-to-state probabilities, \( P_{ij}(t) \), in the surface hopping calculations is derived in section II. The diabatic energy surfaces that define the two-state model are presented in section III. In addition, the calculational method is
described in detail and formulas for the higher order amplitudes for the hopping steps are provided. Results for calculations with different values of $N$ and $n$ are presented, where $N$ is the number of trajectory pairs in a calculation and $n$ is the number of trajectory segments across each interaction region for a given trajectory. The results are summarized, and modifications in the form of $P_i(t)$ that could be used when performing multidimensional calculations are discussed in section IV.

II. THEORY

The semiclassical (SC) surface hopping propagator can be expressed as

$$K(x_0, x, t) = K^{(0)}(x_0, x, t) + K^{(1)}(x_0, x, t)$$

(1)

where $K^{(0)}(x_0, x, t) = \langle x_0 | K(x_0, x, t) | x_0 \rangle = \delta_A \exp(iS_A/h)$ is the single-state semiclassical propagator with the system in the $i$th Born–Oppenheimer (BO) electronic state $\psi_i$, and $(\ldots)$ indicates integration over the electronic coordinates. The action $S_i = \int S_i dt - n\pi/2$ is evaluated over the trajectory that goes from $x_{0i}$ to $x_t$ in time $t$ with the system in state $\psi_i$, where $L$ is the Lagrangian and $n_i$ is the number of caustics encountered along the trajectory. The prefactor has the absolute value of the determinant $\tau_i$ of the Jacobian matrix.

The action $S_i(x_t)$ in the direction of $\eta_i$ is conserved along the trajectory. In eq 2, $d\tau_i$ is evaluated over the trajectory for a certain size sample. The higher order step amplitudes allow for longer step lengths, the use of the higher order step amplitudes accounts for the dependence of the phase on the position of the hop or hops during the step. The use of higher order step amplitudes reduces the statistical error in the Monte Carlo calculation for a certain size sample.

The surface hopping propagator can be expressed in the initial value representation as

$$K_{ij}(x_f, t_f, x_i, t_i) = \int \mathcal{D}p \mathcal{D}x \mathcal{D}x_0 K_{ij}(x_f, x_i, t_f)\delta(x_f - x_i),$$

(5)

where $D = \{dx/dp\}$ and $x_i$ is the position at time $t$ of the trajectory starting at $x_0$ and $p_0$. The probability of a transition from state $\psi_i$ to state $\psi_j$ is given by

$$P_{ij}(t) = \int dx_f \int dx_{0i} \int dx_{00} \int dx_{0j} K_{ij}(x_{0i}, x_{00}, t)K_{ij}(x_{00}, x_{0j}, t)\rho_0(x_{00}, x_{0i})\rho_0(x_{00}, x_{0j})D\delta(x_{0i} - x_{00})$$

(6)

where the $x_i$ integration has been performed giving the $\delta(x_f - x_{0i})$ factor from the $\delta(x_{0i} - x_i)$ and $\delta(x_{00} - x_{0i})$ factors and $\rho_0(x, x_{0i})$ is the density of the initial system.

Calculations are presented in the next section for a one-dimensional curve crossing problem with $\rho_0(x) = \psi_0(x)\psi_0(x)^* \approx \psi_0(x) = (2\pi/h\hbar)^{1/2} \exp[-(y/h)^2 + (i\hbar/2)p(x - x_0)]$. This is a scattering problem, and it is the long time limit of the transition probability that is evaluated. The time that it takes for a given trajectory to get from a point $x_0$ in the incoming asymptotic region to the point $x_f$ in the final asymptotic region depends on the sequence of hops. If more time during the trajectory is spent in the lower energy adiabatic state, then it takes less time to cross the interaction region and reach $x_f$. In the long time limit, a small change in the initial momentum makes a very large change in the final position. In
In this case, the $D_o \delta(x_{0a} - x_i)$ factor in eq 6 can be approximated as $\delta(p_{0a} - p_i)$, using $\partial p_i/\partial x_0 = \partial^2 S/\partial x_0 \partial x_i = -\partial p_i/\partial x_0$, giving

$$P_f(t) = \int dp_i \int dx_{0a} \int dx_i K_i(x_{0a}, x_i, t)$$

$$K_i(x_{0a}, x_i, t) \approx D_{0a}(x_{0a}, x_i)$$

where the $p_{0a}$ integration is eliminated by the $\delta(p_{0a} - p_i)$ factor.

The phase factor in this expression contains the $p_i(x_{0a} - x_i)$ and $p_i(x_{0a} - x_i)$ phases from $\psi_0$ and $\psi_0^*$ and $S_a$ and $S_b$ phases from the actions of the trajectories

$$\xi = (p_i - p_{0a})(x_{0a} - x_i) - (p_i - p_{0b})(x_{0a} - x_i) + p_{0b}(x_{0a} - x_i) - p_{0b}(x_{0a} - x_i) + S_a - S_b$$

In the long time limit, $|p_{0a} - p_{0b}| \sim 1/t$ and $|E_a - E_b| \sim 1/t^2$. Therefore, $S_a - S_b = W_a - W_b$ in eq 8, where $W = \int p \ dr = S + Et$, and the integration is over the trajectory. Since $\partial W_i/\partial x_{0b} = -p_{0b}[dW_i/p_{0b}(x_{0b} - x_i)]/\partial x_{0a} = 0$, and similarly $[W_i + p_{0b}(x_{0b} - x_i)]/\partial x_{0a} = 0$. Thus, the $(a)$ trajectory can be started at $x_i$ rather than $x_{0b}$ without changing the last four terms in $\xi$. When $W_a$ and $W_b$ are calculated along these trajectories starting at $x_i$, $\xi$ is given by

$$\xi = (p_i - p_{0a})(x_{0a} - x_i) - (p_i - p_{0b})(x_{0a} - x_i) + W_a - W_b$$

where $W_a$ and $W_b$ have different values, since they are over trajectories with different sequences of hops and different positions of the hops. Since the two long time trajectories are very similar, except in the interaction region (which becomes smaller and smaller fraction of the trajectories as $t \to \infty$), $A_{A0} A_{0A} D_{0} = (2\pi \hbar)^{-1} \int \partial p_i/\partial x_{0a}^{1/2} || \partial p_i/\partial x_i ||^{1/2} || \partial x_i/\partial x_{0a} || \approx (2\pi \hbar)^{-1}$ in the long time limit, where the $A_i$ are the propagator prefactors and $\partial^2 S/\partial x_i \partial x_{0a} = -\partial p_i/\partial x_0$ has been used. Performing the $x_{0a}$ integration in eq 7 gives $a_{i}(p_{0a}) = \int (2\pi \hbar)^{-1} \exp[-(\gamma/\hbar)(x_{0a} - x_i)^2 + (i/\hbar)(p_i - p_{0a})(x_{0a} - x_i)] \partial x_{0a} = (2\pi \hbar)^{1/4} \exp[-(p_i - p_{0a})^2/4\hbar]$, where the $(p_i - p_{0a})(x_{0a} - x_i)$ phase factor comes from eq 9. The $x_i$ integration gives the complex conjugate of this result. Equation 7 can now be written in the form

$$P_f = \int a_i(p_i) \partial p_i \partial p_i$$

where $a_i(p_i)$ is the amplitude (i.e., the wave function divided by its prefactor) for the semiclassical surface hopping wave function corresponding to an initial momentum $p_i$ and the $W$ phase function is evaluated starting at $x_i$ in the incoming asymptotic region and ending at $x_i$ in the outgoing asymptotic region. An alternate derivation, which is based on the time independent surface hopping wave function and shows that the cancelation that removed the prefactors is exact in this case, is given in the Appendix. The Monte Carlo procedure used to evaluate $P_f$ is described in detail in the next section.

### III. CALCULATIONS

#### A. Method.

In this section, surface hopping calculations are presented for the one-dimensional, two-state problems defined by the diabatic states

$$V_{11}(x) = A_{11} \tanh[a_{11}(x - x_i)] \tanh[a_{11}(x + x_i)]$$

$$V_{22}(x) = -V_{11}(x)$$

$$V_{12}(x) = A_{12} \exp(-a_{12}x^2)$$

where $A_{11} = 1.0$, $a_{11} = 1.0$, $x_i = 2.0$, $A_{12} = 0.1$, and $a_{12} = 0.05$. The particle mass is taken to be 1836.0, and $\hbar = 1$. The diabatic surfaces are shown in Figure 1. The symmetric matrix formed from the $V_{ij}$ is diagonalized to give the adiabatic states energies, $U_1$ and $U_2$, and the corresponding adiabatic states can be expressed as

$$\phi_1(x) = \cos(\theta)\phi_1^{(d)} + \sin(\theta)\phi_2^{(d)}$$

$$\phi_2(x) = -\sin(\theta)\phi_1^{(d)} + \cos(\theta)\phi_2^{(d)}$$

where the $\phi^{(d)}$ are the diabatic states and $\theta = 1/2 \tan^{-1}[2V_{12}/(V_{11} - V_{22})]$. The nonadiabatic coupling is given by $\eta_{12} = (\partial \phi_2/\partial p_i)/dx_i = d\theta/dx_i$, where $(\ldots)$ denotes integration over the electronic coordinates. The diabatic surfaces cross at $x_i$, similar to Tully’s test problem II.24 The initial density is given by $\rho_0(x_o, x_i) = \psi_0(x_i)\psi_0(x_i)^*$, where the initial wave function is $\psi(x_i) = (2\gamma/\hbar)^{1/4} \exp[-(\gamma/\hbar)(x - x_i)^2 + (i/\hbar)(p_i(x - x_i))]$.

The $a_i(p_i)$ amplitudes are calculated using eq 9 for the phase by taking finite size steps in $x$ from $x_i$ in the incoming asymptotic region to a point in the outgoing asymptotic region, $x_p$. The wave function amplitudes for either staying on the same adiabatic surface or for hopping to the other adiabatic surface are calculated for each of the hopping steps. These hopping steps are typically much longer than the step size used for the integration of the trajectories and the integrals needed in the calculations. In this work, the higher order amplitudes presented previously are employed for each hopping step. These amplitudes for a step starting at $x_i$ and ending at $x_{fp}$ have the form

$$B_{i1} = \exp\left[i\hbar/W_{11} + x_{fp}\right] \cos(\gamma)$$

$$B_{i2} = \exp\left[i\hbar/W_{12}\right] \sin(\gamma)$$

$$B_{21} = -\exp\left[i\hbar/W_{21}\right] \sin(\gamma)$$

$$B_{22} = \exp\left[i\hbar/W_{22} - x_{fp}\right] \cos(\gamma)$$

where

![Figure 1. The diabatic surface used in the calculations, $V_{11}(x)$, $V_{22}(x)$, and $V_{12}(x)$.
](image-url)
\[
\gamma = \int_{x_i}^{x_f} \frac{1}{h} \int_{x_i}^{x_f} (p_2(x) - p_1(x)) \, dx \\
(17)
\]
\[
\chi_a = -\frac{1}{h} \int_{x_i}^{x_f} \frac{1}{2} \int_{x_i}^{x_f} dx_1 r_1(x_1) \int_{x_i}^{x_f} \frac{1}{2} \int_{x_i}^{x_f} dx_2 r_2(x_2) \int_{x_i}^{x_f} dx (p_2 - p_1) \\
(18)
\]
\[
W_j = \int_{x_i}^{x_f} p_j \, dx + \int_{x_i}^{x_f} p_j \, dx \\
(19)
\]
and \(x_a\) is determined by the condition
\[
\int_{x_i}^{x_f} dx_1 r_1(x_1) \int_{x_i}^{x_f} (p_2 - p_1) \, dx = 0 \\
(20)
\]

The total amplitude for the \(i \rightarrow f\) transition, \(a_{gf}(p_0)\), can be expressed as the summation over all possible sequences of hops and nonhops for all the steps from \(x_0\) to \(x_f\) and the contribution from each of these sequences is just the product of the appropriate \(B_i\) step amplitudes
\[
a_{gf}(p_0) = \sum_{a} \prod_{m} B^{(m)}_{m} \\
(21)
\]
where \(m\) labels the steps, the subscript \(f\) specifies the adiabatic state at the beginning of the step, and \(k\) specifies the adiabatic state at the end of the step as determined by the Monte Carlo hopping procedure. The summation is over all possible sequences of hopping and nonhopping in the different hopping steps between \(x_0\) and \(x_f\). A Monte Carlo sampling of sequences of hops and nonhops for eq 21 must be used in many dimensional problems, and it is used in this work. At each step, the Monte Carlo probability of hopping from the current state, \(q_{p}\), to the other state, \(q_{n}\), is taken to be
\[
p_{0k} = |B_{0k}|^2/(|B_{0k}|^2 + |B_{k0}|^2),
\]
and the probability for not hopping is taken to be
\[
p_{0n} = |B_{0n}|^2/(|B_{0n}|^2 + |B_{n0}|^2).
\]
Given these probabilities, \(B_{0k} = \text{sgn}(B_{0k})B_{0k}\) and \(B_{k0} = \text{sgn}(B_{k0})B_{k0}\), where \(B = |B_{0k}| + |B_{k0}|\). Since \(p_{0k}\) and \(p_{0n}\) are the probabilities used in the hop/nonhop decision, this Monte Carlo procedure averages the products of the quantities \(g_{0k} = \text{sgn}(B_{0k})B\) and \(g_{k0} = \text{sgn}(B_{k0})B\) from each step in both trajectories to get the transition probabilities
\[
p_{gf} = \frac{1}{N_t} \sum_{a=1}^{N_t} \prod_{m} g^{(m)}_{k0} g^{(m)}_{0k} \\
(22)
\]
with the subscripts 1 and 2 indicating the two trajectories. The sum in eq 22 is over all samplings in which both trajectories are in state \(q_k\) at \(t = 0\) and in state \(q_f\) at the final time, \(N_t\) is the number of Monte Carlo samplings, and \(N_f\) is the number of samplings ending is state \(q_f\).

The Monte Carlo calculations for the transition probabilities are carried out as follows. For each trajectory pair in the Monte Carlo calculation, a value of \(p_{0f}\) is sampled from the \(p_{0f}(p_0) = \alpha(p_0)\) factor in eq 10. Two methods for sampling \(p_0\) are compared. The first method directly samples \(p_0\) using random numbers between 0 and 1. The second method selects the values of \(p_0\) using a Sobol sequence of numbers between 0 and 1. Once the Sobol number is obtained, the value of \(p_0\) is evaluated using a numerical approximation to the inverse of the cumulative probability distribution. Once \(p_0\) has been selected, the two hopping trajectories, which start at \(x_i\), with the same energy, are evaluated. Hops are not attempted in regions where the nonadiabatic coupling is small. In the calculations performed here, the angle \(\Delta \theta(x) = \int_{x_i}^{x_f} \eta_d \, dx\) is evaluated along the trajectories. Hops are attempted only in regions where \(\Delta \theta < \pi/2 - \epsilon\), where \(\epsilon\) is a small number. The fact that hops are not attempted in regions where the coupling is small saves the computational time required for averaging over different trajectory segments in these small coupling regions. For the system considered here, there is a region, \(x_{1+} < x < x_{1-}\), where hopping is attempted for \(x > 0\) and an equivalent region, \(x_{1+} < x < x_{1-}\), for \(x > 0\). These hopping regions are divided into a number of hopping steps, and the \(B_{ij}\) hopping amplitudes are evaluated in each of these hopping steps.

At each hopping step along each trajectory, a uniformly distributed random number, \(0 < \zeta < 1\), is generated. If \(p_{0\beta} \geq \zeta\), then a hop is made to the other adiabatic surface during the step, and if \(p_{0\beta} < \zeta\), the trajectory stays on the same adiabatic surface. The corresponding amplitude \(g^{(m)}_{0\kappa} \) is evaluated for that step.

In order to improve the numerical efficiency of the Monte Carlo calculation, local averaging is performed across each of the interaction regions, \(x_{1+} < x < x_{1-}\), and \(x_{1+} < x < x_{1-}\). When a trajectory reaches the lower boundary of an interaction region, \(n\) versions of it are continued through the interaction region, each with a different randomly chosen set of hops and nonhops. The amplitude for the segment is just the product of the \(g^{(m)}_{0\kappa}\) amplitudes for each step within the segment. The average of the segment amplitudes over the \(n\) trajectory segments provides the amplitude for the interaction region
\[
h_{j,i,K}^{(M,q)} = \frac{1}{n} \sum_{i=1}^{n} \prod_{m} g^{(m)}_{k0} g^{(m)}_{0k} \\
(23)
\]
where \(J(K)\) is the state of the system at the beginning (end) of the interaction region, \(M\) indicates whether this is the first or second interaction region, \(q\) indicates whether this trajectory is 1 or 2 in the trajectory pair, and the product is taken over the hopping steps within the interaction region. The summation includes only the trajectory segments that are in state \(q_k\) at the end of the interaction region.

After the first interaction region has been crossed, trajectories are continued on both surfaces, and the contributions to the \(W_j = \int p_f \, dx\) phase functions are evaluated. When the second interaction region is reached, \(n\) trajectory segments are started on each of the two surfaces at the beginning of the interaction region and continued with a hop or no hop during each hopping step until the end of the interaction region is reached. The amplitudes obtained for each trajectory segment are used to evaluate the averaged \(h_{j,i,K}^{(M,q)}\) factors for the second hopping region. There are two contributions to the wave function amplitude corresponding to starting in state \(q_1\) at \(x_i\) and being in state \(q_k\) at the end of the second interaction region, and these are summed. If state \(K\) is \(q_2\), then the two contributions change state in one interaction region but not in the other, and they differ in which interaction region the state change occurs. On the other hand, if state \(K\) is \(q_2\), then one of the contributions changes state in neither interaction region and the other changes state in both interaction regions. Trajectories are continued on both surfaces from the end of the second interaction regions to the final point \(x_f\) in the outgoing asymptotic region. Using these average contributions to the wave function, the transition probability, \(P_{gf} = \int \rho(p_0)\psi_f(x_f) p_{0\beta} \, dp_0\), can be expressed as
\[ P_y = \frac{1}{N_n} \sum_{s=1}^{N_n} \left[ \sum_{j=1}^{2} \sum_{K_i=1}^{K_f} h_{iK}^{P} \frac{r_{K}^{2}}{h_{K}^{P}} \right] \]

where \( N_n \) is the number of \( p_0 \) values sampled, \( w_{jK} \) is the contribution to the phase function \( W \) from the portions of trajectory \( j \) \((j = 1, 2)\) outside the interaction regions, and \( K_i \) is the state for the system at the end of the first interaction region for the \( i \)th trajectory of the trajectory pair \((i = 1, 2)\).

The results from calculations are shown in Table 1. These calculations differ in the numbers of trajectory pairs, \( N_n \), and in \( \Delta \theta \) that the value of \( \epsilon \), the sum of widths of the two interaction regions is always around 11.6% of the total length of the trajectories. Thus, the effort to integrate a trajectory can be approximated as 0.884 + 0.116\( n_0 \) so that an \( N \) trajectory pair calculation is roughly equivalent to \((0.884 + 0.116n)N \) trajectory pairs.

Table 1. RMS Errors in Monte Carlo Surface Hopping Transition Probabilities

<table>
<thead>
<tr>
<th>( N )</th>
<th>( n )</th>
<th>( \Delta X )</th>
<th>( \epsilon )</th>
<th>( \Delta \Theta )</th>
<th>( \sigma(S) )</th>
<th>( \sigma(R) )</th>
<th>effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>10</td>
<td>0.5</td>
<td>0.03( \pi )</td>
<td>0.9</td>
<td>0.0546</td>
<td>0.0553</td>
<td>102</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>0.25</td>
<td>0.03( \pi )</td>
<td>0.9</td>
<td>0.0435</td>
<td>0.0529</td>
<td>160</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>0.25</td>
<td>0.03( \pi )</td>
<td>0.9</td>
<td>0.0377</td>
<td>0.0474</td>
<td>218</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0354</td>
<td>0.0444</td>
<td>276</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0343</td>
<td>0.0378</td>
<td>334</td>
</tr>
<tr>
<td>50</td>
<td>60</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0244</td>
<td>0.0464</td>
<td>392</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.5</td>
<td>0.03( \pi )</td>
<td>0.9</td>
<td>0.0498</td>
<td>0.0511</td>
<td>204</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>0.25</td>
<td>0.03( \pi )</td>
<td>0.9</td>
<td>0.0326</td>
<td>0.0366</td>
<td>320</td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0239</td>
<td>0.0298</td>
<td>552</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0250</td>
<td>0.0244</td>
<td>668</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0157</td>
<td>0.0271</td>
<td>784</td>
</tr>
<tr>
<td>100</td>
<td>60</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0142</td>
<td>0.0434</td>
<td>409</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>0.5</td>
<td>0.03( \pi )</td>
<td>0.9</td>
<td>0.0279</td>
<td>0.0244</td>
<td>641</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>0.25</td>
<td>0.03( \pi )</td>
<td>0.9</td>
<td>0.0194</td>
<td>0.0243</td>
<td>873</td>
</tr>
<tr>
<td>200</td>
<td>30</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0168</td>
<td>0.0226</td>
<td>1105</td>
</tr>
<tr>
<td>200</td>
<td>40</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0194</td>
<td>0.0194</td>
<td>1337</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0136</td>
<td>0.0171</td>
<td>1569</td>
</tr>
<tr>
<td>200</td>
<td>60</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0217</td>
<td>0.0237</td>
<td>1282</td>
</tr>
<tr>
<td>400</td>
<td>20</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0136</td>
<td>0.0156</td>
<td>1746</td>
</tr>
<tr>
<td>400</td>
<td>30</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0123</td>
<td>0.0131</td>
<td>2210</td>
</tr>
<tr>
<td>400</td>
<td>50</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0111</td>
<td>0.0160</td>
<td>2673</td>
</tr>
<tr>
<td>400</td>
<td>60</td>
<td>0.25</td>
<td>0.025( \pi )</td>
<td>0.7</td>
<td>0.0098</td>
<td>0.0137</td>
<td>3738</td>
</tr>
</tbody>
</table>

\( \sigma(S) \) is the RMS error when a Sobol sequence is used for the momentum sampling, and \( \sigma(R) \) is the corresponding quantity when a random number generator is employed. \( N_n \) is the number of trajectory run in a given calculation, and \( n \) is the number of copies of that trajectory averaged across each hopping region. The effort is the number of trajectories with \( n = 1 \) that have a roughly equivalent computational effort to the \( N_n \) trajectory calculation with the given value of \( n \). \( \Delta X \), \( \epsilon \), and \( \Delta \Theta \) determine the width of the interaction region and hopping steps (see text for details).

The results presented show significant improvement in accuracy over those obtained in earlier work\(^{2,3,5,6}\), which did not include the averaging in the interaction regions. In the

\[ \sigma^2 = \frac{1}{2N_n} \sum_{i=1}^{N_n} [(P_{11} - P_{11}^m)^2 + (P_{12} - P_{12}^m)^2] \]

The results presented in the table show that good accuracy results can be obtained using the surface hopping expansion with a modest number of trajectories. For each set of calculations, values are given for \( \epsilon \), which determines how wide the interaction regions are, and for \( \Delta X \) and \( \Delta \Theta \), which determine the width of the hopping steps. The values of these parameters are the same for most calculations, although they are adjusted to make the interaction region a little smaller and the hopping steps a little larger in calculations with the smaller values of \( N \) and \( n \). Since this improves the accuracy of calculations with small sample sizes.

When a Sobol sequence is used for the sampling of the momentum, the RMS error in the probabilities for hopping and not hopping can be reduced to under 0.05 using 50 trajectories, if the wave function is averaged over 20 different hopping histories in each interaction region. When the additional effort for running these histories is accounted for, the effort for this simulation is roughly equivalent to running about 160 trajectory pairs. The error is reduced to less than 0.04 if the number of different hopping histories averaged over when crossing each interaction region is increased to 30, in which case the overall effort is equivalent to running a bit under 280 trajectory pairs. It can be brought to under 0.03 with an effort equivalent to a little less that 400 trajectory pairs and to under 0.02 with an effort similar to a simulation with about 875 trajectory pairs. If a random number generator is used to sample the initial momentum, the corresponding numbers of equivalent trajectory pairs are as follows: a little over 200 for an error under 0.05, under 350 for an error below 0.04, around 550 for an error of 0.03, and less than 1350 for an error that is less than 0.02.

IV. DISCUSSION

The results presented show significant improvement in accuracy over those obtained in earlier work\(^{2,3,5,6}\), which did not include the averaging in the interaction regions. In the
previous work, an error of about 0.02 was obtained in calculations with 10,000 trajectories. Figure 2 shows the quantum transition probability \( P^{(1)}(E) \). There is significant quantum interference resulting in the oscillations in the transition probability. The surface hopping method is clearly capable of reproducing this quantum interference given the high level of accuracy achieved.

There are two types of errors in these calculations, sampling error and error due to numerical approximations. The error due to numerical approximations in the higher order step amplitudes can be reduced by choosing a shorter length for each hopping step. However, this increases the number of steps needed to cross each interaction region. This results in greater cancelation between different hopping histories across an interaction region, producing a higher statistical error for fixed values of \( N \) and \( n \). This increased statistical error can be offset by increasing \( N \) and \( n \).

In this work, the distribution for the initial momentum is sampled directly. This provides a better comparison with earlier work, which did not include the averaging of hopping histories across the interaction regions. Multidimensional problems would, in all likelihood, require the use of a Metropolis Monte Carlo procedure for selecting the trajectory pairs. Changing variables in eq 6 from \( \mathbf{p}_{0\alpha} \) to \( x_{0\alpha} \) and from \( x_{0\alpha} \) to \( \mathbf{p}_{0\alpha} \) the following expression is obtained after the integration over \( x_{0\beta} \):

\[
P_{\beta}(t) = \int d\mathbf{p}_{0\beta} \int dx_{0\alpha} \int d\mathbf{p}_{0\alpha} K_{\beta}(\mathbf{x}_{0\beta}, \mathbf{x}_\epsilon, t) K_{\beta}(\mathbf{x}_{0\alpha}, \mathbf{x}_\epsilon, t)^* \frac{D_{\beta} D_{\epsilon}^*}{D_{\epsilon} D_{\beta}^*} (x_{0\alpha}, x_{0\beta})
\]  

Equation 26 can be used in a forward–backward calculation.45–60 A Monte Carlo procedure is employed to choose the \( x_{0\alpha} \) and \( \mathbf{p}_{0\alpha} \) for the forward trajectory. This forward trajectory is integrated, and a Monte Carlo decision to stay on the same surface or to hop to a different surface is made for each step along the trajectory. After the forward trajectory has been integrated to time \( t \) in this manner, the final momentum for the backward trajectory, \( \mathbf{p}_{0\beta} \), is selected by a Metropolis Monte Carlo procedure, and this trajectory is run backward in time to time zero. The Metropolis accept/reject decision would be weighted by the initial density \( \rho_0(x_{0\alpha}, x_{0\beta}) \).

In the forward–backward expression for the multidimensional transition probability, eq 26, the prefactor for the propagator, \( K_{\beta} \), is proportional to \( D_{\beta}^{-1/2} \), where \( \gamma = a, b \). The calculation of these factors is problematic in high dimensional problems. The prefactors and \( D \) factors can be eliminated using Miller’s linearized semiclassical initial value representation (LSC-IVR).60 The LSC-IVR method would not accurately account for quantum interference between trajectories hopping during different crossings of strong interaction regions. This type of interference produces the oscillations in Figure 2 in this work. In high dimensional problems, this type of interference becomes much less important because of the decoherence resulting from phase interference between the contributions from the various possible paths between the different crossings of strong interaction regions. On the other hand, the local interference between paths with different hopping histories during a single crossing of a strong coupling region is still important and can be accounted for by averaging trajectories with different histories in this region, as is done in this work. This should result in an accurate and efficient method for high dimensional problems. In lower dimensional problems in which quantum interference is important, it will be necessary to use eq 26 and calculate the prefactors.

It is quite common in multidimensional problems that the interstate coupling is localized near an avoided crossing seam or a conical intersection. In such problems, it should be possible to average over multiple copies of the portion of the trajectory corresponding to crossing these strong coupling regions. In the current work, the strong coupling region was defined in terms of \( \theta = \int \eta \, dx \) where the integral is taken along the trajectory. This can be easily generalized for multidimensional problems, although care must be taken near conical intersections. Alternatively, the strong coupling region can be defined in terms of \( |\eta| \). The implementation for multidimensional problems is complicated by the fact that trajectories hopping at different points within the strong coupling region will have different positions and momenta at the end of the strong coupling region. However, it should still be possible to average over these trajectories, as is done in the one-dimensional case considered here, as long as the strong coupling region is not too wide. A single trajectory can then be continued from the end of the average trajectory. In the case of a wide region, it may be better to divide this region into two or more subregions, and average within each of these. Furthermore, hopping and nonhopping trajectories will continue in different directions after the end of a strong coupling region in multidimensional calculations. The Monte Carlo procedure would have to decide which branch or branches of the trajectory would be continued after a strong coupling region is crossed. The extension of the averaging technique and the higher order amplitudes used in this work to multidimensional problems is the topic of current research.

The calculation of the higher order amplitudes in one dimension only requires the calculation of a few extra integrals across the hopping step length. In many dimensions, trajectories hopping at different points in the hopping step have different end points. The calculation of higher order amplitudes in this case will certainly require the integration of a number of hopping trajectories within each hopping step. In addition, a Metropolis sampling procedure will be needed for the forward–backward trajectory pairs, and this will be less efficient than the sampling used in this work. Even if the increase in effort due to these considerations is about an order of magnitude or a little more, this would still result in being able to obtain \( P(t) \) with errors on the order of 0.05 with an effort equivalent to a few thousand trajectory pairs. If a higher
accuracy than 0.05 is needed, this can, of course, be obtained at the expense of running more trajectory pairs.

**APPENDIX**

**The Derivation of eq 10 Using Time Independent Surface Hopping Wave Functions**

In this appendix, an alternate derivation of eq 10 for the one-dimensional transition probability is given. The propagator can be expressed as the integral over time independent states

$$
K(x_0, x, t) = \frac{1}{2\pi\hbar} \int dp_x \psi(x, p_x) \psi(x_0, p_x) e^{-iE_t/\hbar}
$$

(A1)

where $E = p_x^2/2m + U_c$. In eq A1, $\psi(x, p_x)$ is a column in which the $j$th element is the state $\varphi_j$ component of the time independent surface hopping wave function that started in state $\varphi_j$ as a plane wave in the incoming asymptotic region. The $\varphi_j$ to $\varphi_i$ component of the time dependent wave function is given by

$$
\psi_i(x, t) = \int \psi_j(x, t) \varphi_i \psi_0(x) \; dx_0 = (2\pi\hbar)^{-1/2} \int dp_x \psi(x, p_x) \varphi(p_x) e^{-iE_t/\hbar},
$$

where $\varphi(p_x) = (2\pi\hbar)^{-1/2} \int \psi(x_0) e^{-i\pi p_x/\hbar} \; dx_0$ and the fact that $\psi_0(x_0)$ is in the incoming asymptotic region where $\psi_0(x_0)\delta(x) = \exp(-i\pi p_x/\hbar)$ has been used. The transition probability, $P_y(t)$, is

$$
P_y(t) = \psi_i(x, t) \psi_j(x, t) \psi_0(x) \; dx,
$$

(A2)

where the fact that $\psi_i(x, t) = \psi_j(x, t) \exp[ip(x-x_0)]$ in the final asymptotic region has been employed. Performing the $x$ integration, and then making the substitution $\delta(p_{j0} - p_{i0}) = (p_{j0}/p_{i0}) \delta(p_{i0} - p_{j0})$ and performing the $p_{i0}$ integration, the final result is obtained

$$
P_y(t) = \int dp_x \int dp_{i0} \psi_j(x_f, p_{i0}) \psi_i(x_j, p_{j0}) \varphi(p_{j0}) \delta(p_{j0} - p_{i0})
$$

$$
= \int dp_x |a_j(x_j, p_j)|^2 \varphi(p_{j0})^2
$$

(A3)

where $a_j(x_j, p_j) = (p_{j0}/p_{i0})^{1/2} \psi_j(x_j, p_j)$. Note that $P_y(p_{i0})$, the probability of the system being in a specific final state for a time independent system at energy $E(p_{i0})$, is given by the ratio of the final flux over the initial flux, so that $|a_j(x_j, p_j)|^2 = (p_{j0}/p_{i0}) \psi_j(x_j, p_j)$. The flux ratio, $p_j/p_{i0}$ cancels the prefactors in $|a_j(x_j, p_j)|^2$, which shows that the cancelation of the prefactors is exact in the one-dimensional case.
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